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Abstract—Lock-in practices of online services hinder con-
sumers from switching frictionlessly to a competitor once they
are unsatisfied with the company’s service offering, privacy
practices, or philosophy. The right to data portability (RtDP)
is one of the strongest measures introduced by recent privacy
regulations to unlock continuously collected user data from
centralized silos of market leaders. Introducing the obliga-
tion to provide means of data transfers between services, it
aims to establish decentralized online markets and to foster
competition. In this longitudinal study comprising a unique
dataset of 129 online services over three consecutive years, we
are the first to provide evidence on the development of the
effectiveness of the EU’s RtDP. Astonishingly, only 16% of
services could provide a compliant data export in all years,
with services from the industries Entertainment and Travel
performing worst. Overall, Finance & Insurance and Social
Networks & Messaging include the services with the highest
compliance rates. Regarding the usefulness of data portability,
our analysis unveils that data export scope and data import
options have stagnated between 2020 and 2022. Further, we are
able to show that online services with a high presence of third-
party trackers are less compliant and ready to export data from
their systems. Lastly, our regression analyses show that service
popularity significantly increases format compliance, export
scope, and import options. This suggests that competitors to
incumbents still perceive the regulation more as a bureaucratic
burden than a unique opportunity to attract new consumers
and their data.

Index Terms—Data portability, Longitudinal study, Consumer
rights, Competition between online services, Third-party track-
ers, Privacy regulation, General Data Protection Regulation
(GDPR), Online service industry categorization

1. Introduction

Personal user data has become ever more centralized
due to large, market-leading online services locking in their
user bases. For instance, services like the social network
Instagram or the search engine Google were not designed
to give individuals control over the content and data traces
they produce in these services. The servers that make up

Stefan A. Mager
Independent Researcher
Munich, Germany
research@ stefanmager.org

Jens Grossklags
Technical University of Munich
Munich, Germany
Jjens.grossklags @in.tum.de

their networks are all owned and operated by these com-
panies. Whereas a few open web advocate groups and
early corporate initiatives, e.g., Google Takeout, recognized
and intended to oppose user data centralization [1], [2],
the private economy did not find effective ways to do so.
Thus, to systematically counteract this development and
grant individuals more control over their personal data, the
European Union (EU), California, Brazil, and China adopted
a consumer right to data portability (RtDP) as part of the
privacy regulations they enacted between 2018 and 2021 [3].

Data portability is defined as a transfer of personal data
from one service provider to another upon request of the
user. This concept is designed to shift control over personal
data from corporations to individual users. By doing so,
users would gain more freedom and be less dependent
on companies’ privacy practices. When combined with the
right to erasure, data portability allows individuals to move
their data more freely between online services of their
choice. A well-designed data portability framework has the
potential to become a central pillar of user privacy rights.
It can facilitate a transition towards more decentralized
and privacy-preserving web architectures, such as the Solid
project initiated by Tim Berners-Lee [4]. This framework
also enables users to erase their digital footprints from cen-
tralized web systems when paired with the right to erasure.
Beyond empowering individuals, data portability legislation
can promote competition in online service markets [J5].
In theory, it allows communities to collectively switch to
competing services, thereby reducing the network effects
that benefit incumbent service providers and encouraging
decentralization.

Taking control of one’s own data has been shown to
be a central concern of users in the privacy space across
many studies over the last decades. For example, in a survey
study from 2005, Acquisti and Grossklags found that 90%
of participants agreed with a privacy definition centered
on ownership and control of personal information [6]. En-
hancing control stands in contrast to the largely ineffective,
take-it-or-leave-it notion of notice and consent/choice [7].
Control approaches include, for example, browser signals
like Do-Not-Track or Global Privacy Control [§8], [9], or
configuration options on the sites of service providers [[10]]
or mobile/IoT devices [11f], [12]. Data portability offers a
potentially more fundamental alternative vector for users to
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“vote with their feet” and take control of their data.

With the enactment of several RtDPs, academic interest
in data portability has increased. As no jurisdiction had ever
passed an RtDP before 2018 [[13]], no experience existed of
how markets with data portability consumer rights would
develop. In response, game-theoretic models have been de-
vised by economists to predict the strategic behavior of
companies in markets with data portability [5], [[14] and
whether it would facilitate the entry of competitors to con-
centrated online markets [15]. In computer law and policy
articles, scholars further debated about the adequate scope
of data exports [[16]] and discussed which file formats fulfill
desired criteria such as machine-readability [17]]. Starting
with the enactment of the General Data Protection Regula-
tion (GDPR) of the EU, also first conceptual [18], [[19]] and
cross-sectional studies [17]], [20] assessed the compliance
behavior of companies and the attitudes of consumers to
make use of an RtDP [21].

Yet, there is a lack of continuous empirical studies
monitoring how corporate data portability practices evolve
over time. This paper aims to address this gap by providing
a longitudinal analysis of data portability practices. From
a regulatory perspective, compliance with the provisions of
the RtDP is of central importance, which motivates our first
research question:

RQI: How does corporate compliance with data porta-
bility regulation evolve over time?

As a regulation usually places a financial and organi-
zational burden on companies, a vital question is whether
the regulation takes effect over time and whether policy
goals are reached. In the case of data portability, these
goals comprise the increase of data export scope and import
options in order to make data transfers more beneficial for
consumers [22]. Thus, the research question arises:

RQ2: How does the usefulness of RtDP data transfers
change over time for individuals?

In the context of data portability regulation compliance,
the privacy-related behaviors of online services are a par-
ticularly interesting object of study. Companies that use
fewer trackers on their websites often demonstrate a higher
regard for user privacy. This behavior may indicate a greater
likelihood of adhering to user rights outlined in privacy regu-
lations. Therefore, we pose the following research question:

RQ3: How does the presence of third-party trackers
influence the compliance of online services with data porta-
bility regulation?

Ultimately, we consider it to be of relevance to investi-
gate whether data portability represents a more meaningful
concept for certain online industries and whether there are
industries in which services perform better than others when
it comes to embracing data portability. Therefore, we pose
the following final research question:

RQ4: How does the performance of data portability
practices differ between particular online service industries?

To answer our research questions, we gathered a unique
dataset on data export mechanisms of 129 corporations and
import measures of 137 corporations over three consecutive
years, from 2020 to 2022. Among these corporations are the

top 100 companies in terms of service popularity according
to the Alexa Germany ranking [23]] of the respective years.
We further enriched this data with company information on
location of headquarters, turnover, and number of employees
from the ORBIS database [24] and popularity from the
Tranco ranking [25]. Furthermore, we pulled information
on the number of third-party trackers present on the website
of the investigated online services from the WhoTracks.Me
project [26]. In contrast to cross-sectional studies, the longi-
tudinal approach allowed us to use a random effects model
and, therefore, to control for confounding variables (such
as companies’ characteristics — size, revenue, and, most im-
portantly, unobservable side factors) more effectively and to
reduce biases, e.g., due to convenience sampling (selection
bias) and differences in data collection processes.

In order to cluster the companies into industry cate-
gories, we gathered data from the EU’s NACE framework
[27]], Similarweb [28], and Wikipedia [29]], but needed to
recognize that available official industry categorizations of
services in online markets are vague, imprecise, and some-
times outdated. Therefore, we conducted a survey in which
we set 500 participants for the task of sorting a randomly se-
lected number of companies from our sample into common
categories based on perceived service similarity. We used
the results of this survey to let the clustering algorithm by
Clauset et al. [|30] establish 11 industry categories. Finally,
we took these categories to be able to assess performance
differences in data portability practices among industries.
This approach allowed us to group services according to
the users’ perceptions and needs, providing a more realistic
and user-centered overview of the online landscape.

This paper presents several distinct contributions that
enhance and build upon existing work on data portability
[17], [20]. Firstly, we focus on longitudinal data to inves-
tigate whether the adoption of data portability regulation is
inherently slow or if compliance by online services remains
persistently low over an extended period. Our findings reveal
that, since the publication of our previous cross-sectional
study [20] in 2021, there has been no significant progress in
the effectiveness of Article 20 GDPR. This provides a more
robust and reliable input for scholars and policymakers.
Additionally, we make improvements to our methodology
[20] by incorporating a survey for industry classification
and offering a new perspective on the relationship between
GDPR compliance and tracking behavior. Thus, through the
findings from our panel analysis, we make the following
contributions to the literature on data portability:

o Compliance with the EU’s RtDP is low and stagnating.
Since the GDPR has formulated one of the strictest
yet most useful RtDPs for consumers in comparison
to the privacy regulations of other jurisdictions, it can
be assumed that also other jurisdictions will experience
low effectiveness of their respective policies.

o Small and medium-sized enterprises (SMEs) are barely
using data portability regulation to attract new con-
sumers (and their data). Thus, popular incumbent ser-
vices can strengthen their market position while still
complying generously with the regulation.



o Surprisingly, online services with a high presence of
trackers do not comply significantly better with an
RtDP than more privacy-focused companies. This can
be attributed to a greater tendency among these com-
panies to disregard privacy regulations.

o Advances in RtDP compliance can be traced back to
service popularity but also seem to have their roots in
industry affiliation.

In the next sections, this paper unfolds as follows:
First, we introduce the reader to the regulatory concepts of
the EU’s RtDP. Then, we point to recent empirical work
on data portability and data access rights since we use
some of their results as the foundation for our longitudinal
analysis. Next, we describe our methodological procedure
for data collection on data portability practices of online
services and the industry categorization of online services.
In the results section, we then demonstrate the gathered
measures in descriptive statistics and present the results of
our random effect regressions on compliance, export scope,
and import options. Next, we discuss our results in the
context of previous literature and provide implications for
corporations, policymakers, and consumers. A brief section,
which includes our contributions made and states potential
limitations, concludes the paper.

2. Related Work on Data Portability

2.1. Theoretical and Legal Studies

The potential of data portability to reduce switching
costs between online services, lower entry barriers for star-
tups in online markets, and thus foster decentralization
is widely recognized [5]], [20], [31]. While the term was
originally coined to facilitate user switching between social
networks [[1]], the concept of data portability received more
academic attention when the EU started evaluating to make
it a consumer right [2], [[13]]. Four jurisdictions have enacted
a right to data portability (RtDP) until today: EU, California,
Brazil, and China. In Appendix [B] we aim to provide our
readers with a brief introduction to the similarities and
differences of RtDP designs across jurisdictions.

In contrast to positive arguments for data portability
regulation, Engels [32] brought forward that a generalized
RtDP for consumers could also increase entry barriers to
online markets and harm SMEs since the compliance burden
to provide user data on request weighs heavier on them than
on bigger corporations. Apart from potential negative effects
on competition, Swire and Lagos [[13]] additionally outlined
that an RtDP might reduce consumer welfare, as companies
would likely pass on the costs to consumers that they incur
in making their software systems compliant.

2.2. Empirical Studies

Apart from theoretical analyses, a couple of empirical
studies have been published on rights concerning data porta-
bility in recent years. In an early cross-sectional study on

data portability exports that covers the first months after
the GDPR entered into effect, Wong and Henderson [17]
not only thoroughly assessed file formats that fully meet
the definition of “structured, commonly used and machine-
readable” [22], e.g., CSV, EML, ICS, JSON, MBOX, TEX,
VCS, XML. They also examined the file format compliance,
response duration time, and authentication process of 230
companies. They find that 74.8% of the online services
responded within the required response time.

Taking up the research conversation, in an earlier cross-
sectional study [20]], we made use of the interpretation of
the file format definition by Wong and Henderson [[17] when
analyzing the data exports of 182 online services from 2020.
Beyond that, we investigated the scope of data that the
corporations exported by building on the data taxonomy of
de Hert et al. [16]. gives an overview of the defi-
nitions of the data taxonomy elements and related personal
data examples [20]. In our baseline study [20], we found that
26.4% of services in the sample met the requirements of the
GDPR’s data portability right by exporting only received
data. 39.6% of services, however, also exported observed
data and 6.6% even exported inferred data. Finally, around
one quarter of the services (27.4%) did not provide any data
export at all upon request until the deadline.

Considering the potential will of consumers to reuse
their requested data exports, a data import scope rating was
developed [20]. It tracks whether data can be imported on
all core functionalities (full import possibilities; 6.8% in the
baseline study) or only on some of the core functionalities
of the online service (partial import possibilities; 10.5%).
Moreover, it indicates whether data for purposes other than
core functionalities of the services can be imported (minimal
import possibilities; 5.8%) or no data at all (76.8%). Lastly,
these measures were regressed on website popularity — with
the Alexa ranking as proxy, finding that service popularity
exerts a positive effect on data export scope and the data
import possibilities offered. Building upon this work, our
current study investigates with a refined industry classifica-
tion whether the results of the baseline study [20] can be
confirmed for a longitudinal dataset. Moreover, it evaluates
what developments have occurred between 2020 and 2022.

3. Methods

3.1. Data Collection: Data Portability Practices of
Online Services

To set up this study, we build on the notion of indirect
data portability [20]: Indirect data portability combines the
right of Article 20(1) GDPR — which allows individuals
to request personal data from any of their online services
to save them to their premises — with one of the potential
user interests leading to the export of personal data in the
first place: to move it to a new competitive service. Article
20(2) GDPR envisions direct data portability for such a user
need [22]]. As interfaces for direct data portability between



TABLE 1. DATA PORTABILITY EXPORT SCOPE TAXONOMY WITH EXAMPLES

| Received data

Observed data

Inferred data

Raw (meta)data that is passively
and unwittingly provided by the

Knowledge about past and present be-
haviors and preferences of a user which
is produced by the online service on the
basis of received and observed data, plus
usually other data sources

GPS/Location data, Fitness and
training data (e.g., heart rate,...),
Search engine queries, Usage data
(e.g., login times, clicked links,

Definition Raw data that is actively and wit-

(according to | tingly provided by the user

de Hert et al. user

(16

Examples Personal information (e.g., name,

(from the | address, e-mail, ...), Contacts,

2021 baseline | Calendar entries, Comments, So-

study [20]]) cial media posts and likes, Product
reviews

Adpvertising/Job/Sites interests, Credit
rating information, Speech transcripts

used devices/browsers, ...)

most online services are nowadays still missinﬂ in fact, an
ordinary user would currently typically need to make use
of indirect data portability in order to transfer data between
two services [34].

Enhancing our prior cross-sectional work [20], we ex-
amined the data export practices of 129 services and the
import capabilities of 137 services on a yearly basis over a
period of three years between 2020 and 20227 As for some
online services, we could only collect the data portability
practices in one or two of the three years, we have data
on 254 exporting and 256 importing online services in total
when taking into account all yearly cross-sectional datasets.

3.1.1. Schemes. For labeling the data exports, we built an
initial spreadsheet with labels based on prior work. This
spreadsheet featured attributes related to compliance, export
scope, duration, authentication, and transfer method. In par-
ticular, the export scope was classified as received / observed
/ inferred data according to the taxonomy defined by de
Hert et al. [16]] and the EU’s official guidelines on Article
20 GDPR [22]]. We followed Wong and Henderson [17]
in classifying compliant file formats. We further required
a complete export within at most one month (as stated
in Article 12 GDPR) to classify a service as compliant.
According to the provisions of Article 20 GDPR, an export
was considered complete if all data that was ever actively
provided (i.e., received data) by the user to the service was
contained in the export.

Moreover, as part of the cross-sectional paper in 2020
[20], we developed a scheme for imports as there was no
prior work to base it on. For each service, core function-
alities were to be identified (e.g., mail, messaging, video
streaming, banking). We then developed import scope la-
bels based on whether online services where providing no
import options at all (none), import options for non-core
functionalities only (minimal), import options for some core
functionalities (partial), and all core functionalities (full).

1. The Data Transfer Project, as the biggest direct data portability
initiative, has launched its version 1.0 in March 2023 with prominent but
— as of 2024 — still few companies participating [33].

2. There is a difference between the export and the import side as 8
services charged expensive usage/subscription fees and could, therefore,
only be analyzed regarding their import capabilities.

During data collection and analysis in 2020, we refined
the spreadsheet based on the practical challenges that oc-
curred during the process (e.g., some services unexpectedly
confused the RtDP with the Right of Access). In 2021
and 2022, student assistants were provided with the refined
spreadsheet to document and label their data exports and
imports in a structured way. A detailed overview of the
labeling schemes and the instructions given to the student
assistants is provided in Appendix

3.1.2. Collection Process. Data export requests were made
by two of the authors and one student assistant in 2020.
To avoid potential biases (it might raise suspicion when the
same person is repeatedly making data requests, and thus
online services might treat these requests differently), we
delegated the request process to 2 student assistants in 2021
and 3 separate student assistants in 2022. To ensure rigor
in the data collection process, we thoroughly explained all
elements of the spreadsheet to the assistants, gave them
detailed instructions, and asked them to read the related
work (e.g., [16[], [17], [20], [22]).

We aimed at making each year’s requests in the first
half of the year to make sure that the interval between
requests was approximately one year for each service. In
2020, all requests but eight were made between January
and April; the remaining ones were made in September. In
2021, the requests were made in March and April. In 2022,
the requests were made between February and May.

Regarding service assignment, the authors and assistants
involved in the request process compiled a list of all online
services (mainly web-based with some app-based services
that also provide a web frontend) they were registered
with each year. In case of overlaps, only one person was
randomly assigned the service. In addition, the top 100
online services of the Alexa Germany ranking [23[] were
included. Where necessary, new accounts were created and
filled with fake data (except for name and address to ensure
we could provide identification when requested) in each
of its functionalities over the course of several weeks. In
total, the share of newly created accounts in the panel
dataset is 49.4%. When multiple services were part of a
single company, we regarded those that are used with a
joint account (e.g., Google and YouTube) as one service and



those that have separate accounts (and, therefore, separate
GDPR request procedures — e.g., Facebook and WhatsApp)
as separate services. Afterward, requests under Article 20
GDPR were made for both existing and new accounts. From
the compiled list of services, we excluded services where
no possibility existed to create accounts, where English
or German were not among the offered languages, adult
services, and services that aimed at business users only
(e.g., services targeting institutions or shop creators). To
allow enough time for creating and filling accounts where
necessary, we gathered the current Alexa rankings around
five months before the requests were made, with the first
list being the Alexa Top 100 from October 2019.

As a final result, the assistants provided a detailed de-
scription of the data export request procedures and results
as well as their examinations on import options. For privacy
reasons, assistants did not disclose the raw data exports but
provided the authors with a detailed list of attributes present
in the data exports. Furthermore, the student assistants were
asked to classify the data. To ensure consistency over the
years, the classifications of the student assistants were not
used in the final dataset. Instead, two of the authors classified
the data based on the assistants’ verbose descriptions.

3.1.3. Reliability. As we jointly discussed, e.g., how to
assess data scopes, we could not assess inter-rater reliability
in 2020. However, we identified this as a limitation of
our approach and, therefore, made sure that the process in
2021 and 2022 was set up in a way that allowed us to
assess inter-rater reliability. As a quality control measure,
we then computed Kendall’s coefficient of concordance [35]
(corrected for ties) between the assistants’ and the authors’
classifications: W = 0.82 for 2021 and W = 0.84 for 2022.
An analogous procedure was used to classify imports, with
W = 0.88 for 2021 and W = 0.82 for 2022.

3.1.4. Collection of Secondary Data. To analyze services
based on their popularity, we chose to use the Tranco
ranking [25]], a research-focused list of top sites, as a proxy
for popularityﬂ After initially using Alexa for service se-
lection, we switched to Tranco for our analyses due to the
discontinuation of Alexa in 2022. Furthermore, the switch
to Tranco allowed us to use a more robust ranking due to its
methodology of aggregating data from multiple sources. To
mitigate outliers in the ranking data (e.g., an event leading
to a short-term rise of popularity of a website), we made use
of Tranco’s feature to set custom time frames over which
the average ranking is computed and chose January 1 to
December 31 as the ranking period for each year.

To answer RQ3, we used the longitudinal dataset on the
average number of trackers per online service website from
the WhoTracks.Me database [26], [36]. We used snapshots
from 2020-03, 2021-03, and 2022-03 in our analysis to
match the points in time in which we collected our dataset
on data portability practices.

3. Available at https:/tranco-list.eu/list/52XN| (2020), https://tranco-
list.eu/list/ YGVG| (2021), https://tranco-list.eu/list/4AKLQX| (2022).

TABLE 2. LOCATION (HEADQUARTERS) OF SERVICES IN THE SAMPLE.

ISO Code AE CH DE DK ES FR GB HK IE
# 1 2 50 1 3 6 4 1 1
ISO Code JP KY LU NL NO SE US ZA

# 2 4 1 5 1 1 53 1

3.1.5. Sample Characteristics. Among the 137 services in
the longitudinal dataset, 53 are based in the USA and 75
in Europe. See for a full breakdown by countries.
While our service selection did not result in a representative
sample, it still includes a well-distributed mixture of highly
popular and less popular services, with 33 services ranked
between 1 and 100, 70 between 101 and 10000, and 34
above, as measured by the Tranco ranking [25]].

3.2. Industry Categorization of Online Services

As RQ4 aims at online service industries, we needed a
way to categorize the services in our sample into industries.
We found standard Classification for Economic Activity
frameworks like NACE (EU), ISIC (UN) or NAICS (US)
to be too focused on the old economy and therefore too
vague and imprecise for the classification of online servicesE]
(compare [20]). Furthermore, other (unofficial) sources for
industry classification, such as the “type of site” field in
Wikipedia articles or Similarweb industries, turned out to
be incomplete, inconsistent, or lacked transparency.

We decided to gather a user-generated industry classifi-
cation by conducting a survey on the platform Prolific Aca-
demic. After a pretest with 20 participants, we conducted
the survey with a total of 500 participants over the course
of 9 days in April 2023. To maximize the likelihood that
participants know the services in the sample, we screened for
Prolific users who listed German as one of their fluent lan-
guages and who resided in Germany, Austria, Switzerland,
Liechtenstein, or Luxembourg. 91% of participants were
residing in Germany, 6% in Austria, 2% in Switzerland, and
0.4% in Luxembourg. 56% identified as male, while 44%
identified as female. Participants were between 18 and 73
years old (mean = 29.8; median = 27.0). The median time
spent for completing the survey was 11 minutes.

In light of the goal of Article 20 GDPR to facilitate
switching, in particular, between similar services, we asked
participants which services they considered similar. For each
participant, we randomly ordered 255 servicesE] and used
six-point Likert scales to ask how well the specific service
is known to them (ranging from “do not know at all” to
“know very well”). 16 services were shown per survey page,
and upon clicking “Next,” the subsequent set of 16 services

4. To give an example: In the EU’s NACE rev. 2 industry classification,
Booking.com is listed in the industry of 6312: Webportals. This is a too
broad category for a service that is nowadays serving millions of individuals
in the reservation of travel accommodation and means of travel.

5. As described in Section v we have data on 256 services in total,
but one went out of business, so we included 255 in the survey.
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was shown. This process continued until the participant had
selected option 3 (“rather do not know”) or a higher option
for at least 35 services.

Using a card sort approach [37]], [38]], participants were
then instructed to sort these 35 services into two or more
boxes. The number of boxes was at each participant’s dis-
cretion; each box had to contain services that the participant
perceived as similar. See for a sample screenshot
of the task. During the sorting phase, the boxes were labeled
“Industry 1,” “Industry 2,” etc. After the sorting phase, the
labels were replaced by text inputs and participants were
asked to provide a label for each box. These labels were
used as quality control measures and taken into account
when naming the industries created by the clustering al-
gorithm. Consequently, we checked the respondents’ labels
and removed those boxes from the dataset where the label
did not meaningfully describe the services (e.g., “random,”
“other,” “diverse”).

After conducting the survey, we created a graph with one
node per service. For each pair of services (that was in the
random selection for at least 3 users), we created an edge

: : _ #samebox i at
w1th'we1ght w = #sigmebox + #differenfbox’ indicating the
relative frequency of services being assigned the same box
by participants.

We then used the Clauset-Newman-Moore algorithm
[30] to generate clusters of similar servicesﬂ We merged
clusters containing 4 or fewer services into an Other cluster
(that contains 8 services) and gave the remaining clusters
names that characterize the services they contain. Using this
method, 131 of the 137 services in our panel dataset were
assigned a fitting industry. For the remaining 6 services,
almost all participants stated that they did not know the
respective service. Therefore, we manually assigned these
services to the industry categories in which they would fit
best, based on information about the primary purpose of
the services according to the ORBIS database [24].
gives an overview of the industries and the number of
services they contain by popularity (Tranco rank in 2022).

3.3. Research Ethics

Our institution does not require an ethics review for
questionnaire-based studies (classification task) and data
collection. Nevertheless, we aimed to minimize negative
implications for the survey participants, the studied services,
and the involved employees. We, therefore, made sure to
follow the methodology of related studies [[17]], [20], [39],
in particular regarding ‘“undercover” data collection, the
choice not to name specific services and not to debrief
them to avoid negative consequences for employees. When
conducting the survey and analyzing the data, we followed
standard practices for ethical research: presenting detailed
study procedures, obtaining consent, and not collecting iden-
tifiable information or device data.

6. The survey raw data as well as the script to generate the clusters can
be provided by the authors upon request.

Given that our data collection started two years after
the GDPR became effective, receiving a GDPR request
is not uncommon for online services (in 2019, 6%—19%
of respondents per EU country reportedly have exercised
the RtDP [40]) and, therefore, its fulfillment should not
impose an unreasonable cost on the service. For the services,
our requests were not distinguishable from the requests of
ordinary users. As our focus was on organizational practices
rather than on the individual behavior of employees, we lim-
ited our interactions with employees to answering questions
posed by them during the request process and providing the
required data for authentication.

To avoid negative implications, especially for employees
of services that turned out to be not compliant with Article
20 GDPR, we decided against debriefing the services and
publishing individual results that make services identifiable.
We believe that our approach minimizes the harm caused by
our data collection and that it is outweighed by the societal
benefits of our study.

4. Results

Having executed requests under Article 20 GDPR over
the course of 3 years for 129 online services, we show
how the data portability practices of services developed
from 2020 to 2022. Using the industries clustered from
survey data with 500 participants, we compare these prac-
tices across industries. The following subsections cover the
compliance of online services with Article 20 GDPR (RQ1),
the usefulness of data transfers (RQ2), the interplay of
third-party tracking and data portability (RQ3), and the
comparison of practices across industries (RQ4).

4.1. Compliance with Data Portability Regulation

4.1.1. Requesting and Receiving Data Exports. To receive
data from the respective online service, users have to make
a request under Article 20 GDPR. outlines which
methods services offer. The number of services that offered
dedicated methods (GDPR request form or a button click
within the account) was 43% in 2020, 48% in 2021, and
47% in 2022.

In terms of export duration time, we find that the mean
duration between requesting and receiving the data export
was 9.7 days (2020), 9.5 days (2021), and 8.2 days (2022).
The cumulative distribution of durations by year is depicted
in While a slight decrease in duration could be
observed over the years, the difference is not significant
(t = -0.846, p = 0.398).

The means by which services made the data available to
us are shown in[Table 5] Surprisingly, the number of services
that made the data available using a dedicated download
portal or e-mail link has decreased from 64 in 2020 to 46
in 2022.

4.1.2. Evaluating GDPR Compliance. After receiving all
data exports in the respective year, we analyzed the contents
of the exports. We classified the data according to the
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Figure 1. Exemplary screenshot of the industry assignment task. Survey participants were asked to sort similar services into the same boxes using drag &
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drop.
TABLE 3. NUMBER OF SERVICES PER INDUSTRY BY TRANCO RANK (2022).
Rank 1-10  11-100  101-1000  1001-10000  10001-100000  100001-1000000  >1000000  Total
Total 8 25 28 42 26 7 1 137
Retail & E-Commerce 0 3 1 8 5 0 0 17
Entertainment 1 4 3 12 4 0 0 24
Social Networks & Messaging 4 10 7 1 1 0 0 23
Finance & Insurance 0 1 2 0 2 1 0 6
Travel 0 0 4 6 7 4 1 22
Productivity 0 4 3 2 0 0 0 9
Information Retrieval 1 2 4 3 1 0 0 11
Telecommunications, Hosting & E-Mail 1 0 0 4 2 0 0 7
Price Comparison & Marketplace 0 0 0 4 1 0 0 5
Career 0 0 3 0 1 1 0 5
Other 1 1 1 2 2 1 0 8

TABLE 4. OFFERED METHODS FOR REQUESTING DATA EXPORTS
UNDER ARTICLE 20 GDPR.

2020 2021 2022
Button click 29%  31%  28%
E-mail 57%  52%  53%
Dedicated request form  15% 17% 19%

TABLE 5. MODE OF TRANSMISSION OF DATA EXPORTS.

2020 2021 2022
DL from portal 38% 37%  29%
DL link provided via e-mail  26% 24% 19%
E-mail attachment or body 32%  37%  46%
Written letter 4% 3% 4%

taxonomy by de Hert et al. (see Section 2.2) and
evaluated whether the data that is classified as received data
is complete, i.e., contains all personal information that we
provided to the service. In addition, we identified whether
the data is in a file format compliant with the provisions
of Article 20 GDPR (i.e., common, machine-readable, and
structured). We used the evaluation of data formats by

Wong and Henderson to classify formats as compliant
or non-compliant.

TABLE 6. SHARE OF SERVICES THAT COMPLIANTLY EXPORTED DATA
IN 1, 2, OR 3 YEARS. (0 = NEVER)

0 1 2 3
Data exported 6% 12%  25% 57%
Compliant file format 44% 12% 22% 22%
Overall compliant* 53% 17% 15% 16%

*compliant file format & complete

TABLE 7. DATA EXPORT SCOPE OF SUCCESSFUL EXPORTS PER YEAR.

2020 2021 2022
Received data 100%  100%  100%
Observed data 64% 64% 56%
Inferred data 14% 23% 16%

We find that in 2020, 53 (41%), in 2021, 53 (41%),
and in 2022, 47 (36%) of services managed to successfully
export the data and to provide it in a compliant data format.
Evaluating the overall compliance of services (successful
data export within 30 days, or 90 days when requesting
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Figure 2. Cumulative distribution of data export duration by year.

an extension, compliant file format, and completeness of
data), we find that only 31% (2020), 29% (2021), and
33% (2022) of services are fully compliant with Article 20
GDPR. The difference between years is not significant (¢t =
0.403, p = 0.687 in an univariate OLS regression of year on
compliance). These compliance rates are similar to the 29%
of the 182 services in the 2020 cross-sectional dataset [20].

Having panel data from three years allows us to further
evaluate in how many years each service has been compliant.
This data is shown in We find that only 20 services
(16%) are compliant in every year we requested the data
export. Using a logistic regression model with random ef-
fect we find that more popular services significantly more
often provide the exports in a compliant format and are
significantly more often overall compliant than their less
popular competitors. The regression results are shown in
columns (1) and (2a) of

Moreover, we had to provide one or more means of
authentication to most services in order to receive the ex-
ports. Two-factor authentication was required by 3 services
in 2020, 7 in 2021, and 5 in 2022. Notably, 21 (2020),
30 (2021), and 27 (2022) services did not require any
authentication. These services sent us the data to the e-mail
address with which we initiated the request without asking
for further authentication. Using a linear regression model
with random effects, we find that popular services (proxied
by their Tranco ranks, where a lower number indicates a
higher popularity) require significantly more authentication
factors. See column (5) in for the regression results.

4.2. Usefulness of Data Transfers

In this paper, we have defined data portability useful-
ness as the scope of exported data and offered means for
importing data.

4.2.1. Scope of Exported Data. Using the taxonomy by
de Hert et al. [[16], we classified the data exports and verified
the presence of received data, observed data, and inferred

7. As the Hausman test [41]] yields insignificant results for all models (p
between 0.28 and 0.78), we analyzed our panel data using random effects
models.

data. shows which types of data were present in
successful exports. Note that a data export can (and often
does) include more than one type of data. In general, we
found that each export that had observed or inferred data
also had received data. The number of data types (1: only
received, 2: received & observed or received & inferred, 3:
received, observed & inferred) does not vary significantly
between years (t = -0.689, p = 0.491). Using a linear
regression model with random effects, we do, however, find
that the export scope (number of provided data types) rises
significantly with the services’ popularity. The results are
shown in column (3a) of These findings confirm
the significantly positive relationship between export scope
and popularity found for the 2020 cross-sectional dataset
[20]. Notably, this result is not only robust regarding the
time frame but also regarding the popularity ranking, as the
baseline study [20] has used the Alexa ranking [23]] while
this study uses the Tranco ranking [25]].

4.2.2. Offered Means for Importing Data. As Article
20 GDPR aims to facilitate data transfer between online
services, we investigated whether services make use of the
possibility to import data that has been exported at other
services. Based on the categorization from the baseline
study [20]], we assigned each service’s import scope the
category None (no import possible), Minimal (only import
for minor functionalities available), Partial (import for some
but not all core functionalities available), or Full (import for
all core functionalities available).

We find that, in 2020, 96 (70%) services offer no import
possibilities at all, 8 (6%) offer minimal import, 22 (16%)
offer partial import, and 11 (8%) offer full import. These
numbers do not change significantly over the years (¢ =
0.461, p = 0.645). In fact, only two services that offered no
import in 2020 started to offer full import in 2021, and one
service that offered no import in 2020 and 2021 started to
offer partial import in 2022. In a linear regression model
with random effects, we do not find a significant influence
of popularity on the offered import scope. See column (4)

in [Table 8| for the regression results.



TABLE 8. EFFECT OF POPULARITY AND TRACKING ON GDPR COMPLIANCE, DATA SCOPES, AND NUMBER OF FACTORS REQUIRED FOR
AUTHENTICATION.

Dependent variable:

Format Comp. Overall Comp. Export Scope Import Scope  Auth. Factors
panel panel panel panel panel
logistic logistic linear linear linear

(1) (2a) (2b) (3a) (3b) ) (5)
log(Rank) —0.237** —0.202*  —0.222* —0.087"** —0.126™** —0.042 —0.068"**
(0.111) (0.118) (0.133) (0.021) (0.026) (0.027) (0.016)
Tracking —0.138" —0.025**
(0.071) (0.011)
Ind.: Retail & E-Commerce —2.586" —2.670"  —1.566 —0.435* —0.387 —0.748~ —0.104
(1.386) (1.465) (1.334) (0.245) (0.244) (0.386) (0.180)
Ind.: Entertainment —2.791** —2.574*  —1.525 -0.270 —0.219 —0.530 —0.243
(1.304) (1.375) (1.276) (0.237) (0.241) (0.368) (0.175)
Ind.: Soc. Netw. & Messaging —0.325 —0.457 —0.115 —0.112 —0.130 0.038 —0.166
(1.288) (1.365) (1.263) (0.243) (0.245) (0.379) (0.179)
Ind.: Finance & Insurance 0.401 0.475 0.030 0.051 —-0.221 —0.018 0.217
(1.693) (1.773) (2.188) (0.320) (0.422) (0.487) (0.235)
Ind.: Travel —2.845*" —2.555* —1.626 —0.183 —0.391 —0.748*" 0.065
(1.332) (1.405) (1.398) (0.246) (0.269) (0.376) (0.179)
Ind.: Productivity —1.747 —2.874 —2.098 —-0.627** —0.667"* 0.690 —0.418™
(1.612) (1.834) (1.629) (0.316) (0.307) (0.443) (0.233)
Ind.: Information Retrieval —1.592 —2.039 —1.663 —0.473" —0.582** 0.212 —0.239
(1.395) (1.529) (1.430) (0.285) (0.286) (0.421) (0.211)
Ind.: Telecommunications —0.556 —2.345 —1.467 —0.649** —0.571~ 0.829* 0.044
(1.724) (1.825) (1.640) (0.324) (0.313) (0.466) (0.238)
Ind.: Market Place —1.230 —0.617 0.430 —0.033 0.149 —0.836 0.024
(1.651) (1.702) (1.593) (0.322) (0.314) (0.514) (0.236)
Ind.: Career —1.517 —0.867 0.568 0.260 0.457 —0.475 —0.039
(1.742) (1.819) (1.673) (0.321) (0.334) (0.514) (0.236)
sigma 2.340"** 2.459***  2.019***
(0.410) (0.429) (0.410)
Constant 2.496" 1.564 1.894 2.6227** 2.989"** 22017 1.356™"*
(1.401) (1.468) (1.439) (0.261) (0.277) (0.382) (0.192)
Observations 387 387 313 295 248 411 298
(Pseudo) R? 0.067 0.053 0.217 0.126 0.209 0.118 0.072
Adjusted R? - - - 0.092 0.169 0.093 0.036
F Statistic - - - 36.936™"  64.445%** 53.251*** 26.015***

Notes. The table reports the effect of popularity on different characteristics of data transfers under Article 20 GDPR. Columns (2b) and (3b) additionally
report the effect of Tracking on compliance and scope. Standard errors are in parentheses below the estimates. *p<0.1; **p<0.05; ***p<0.01

Tranco rank is used as a proxy for popularity (higher rank implies higher popularity, = higher than y < = < y), logarithmized to account for positive
skewness. Tracking indicates the average number of trackers present on the service’s website. Dummy variables for the industries are used as control
variables.

Format compliance (1) indicates whether format and duration of the data export are compliant with the provisions of the GDPR. Overall compliance (2)
further takes completeness of received data into account. Export scope (3) takes values from 1 (“no personal info available”) to 4 (“received, observed,
and inferred data”) and indicates how rich the scope of the data export is according to the taxonomy of de Hert et al. [[16]]. Import scope (4) takes values
from 1 (“no import®) to 4 (“full import) and describes to which extent import possibilities are offered. Authentication factors (5) describes how many
factors a person needed to provide to request or access the data export.



4.3. Influence of Tracking on Compliance and Ex-
port Scope

Using the longitudinal tracking data from Who-
Tracks.Me [26], we analyzed whether the prevalence of
tracking is associated with a change in compliance with
Article 20 GDPR or the scope of the exported data. The
medium average number of trackers per service in our
sample was 6.088 in 2020, 5.410 in 2021, and 6.585 in 2022.
Comparing services with fewer trackers (avg. number of
trackers lower than median) to those with more trackers, we
find compliance rates of 58% vs. 29% in 2020, 43% vs. 42%
in 2021, and 43% vs. 32% in 2022. To verify the relationship
between tracking and compliance with Article 20 GDPR,
we included tracking as an additional independent variable
along with rank and popularity in the regression analyses.
For overall compliance, we find that services with more
trackers are significantly less compliant with the provisions
of Article 20 GDPR (column (2b) of [Table g).

Regarding the scope of exported data, we find that a
higher tracking prevalence comes with a significantly lower
scope of exported data, as shown in column (3b) of
These findings indicate that while tracking leads to the
collection of more personal data that can be classified as
observed data under the taxonomy of de Hert et al. [106],
tracking-intensive online services are not willing to share
this data with their users or other online services under the
Right to Data Portability.

4.4. Data Portability Practices by Industry

Using the industry classification generated from the
survey participants’ data, we analyze how compliance, data
export scope, and offered import possibilities differ between
industries. [lable 9| gives an overview of the number of
services per industry that have been compliant in 0, 1, 2,
or all years of the investigation period. The results from
regressions (1) and (2a) in imply that services
from the industries Retail & E-Commerce, Entertainment,
and Travel have significantly lower compliance rates than
services from other industries.

TABLE 9. SHARE OF SERVICES THAT WERE COMPLIANT IN 1-3 YEARS
PER INDUSTRY. (0 = NEVER)

0 1 2 3
Retail & E-Commerce 75% 0% 13% 13%
Entertainment 65% 9% 22% 4%
Social Networks & Messaging 22%  26% 26% @ 26%
Finance & Insurance 40% 0% 20%  40%
Travel 68%  23% 0% 9%
Productivity 67% 17% 0% 17%
Information Retrieval 45%  36% 9% 9%
Telco, Hosting & E-Mail 40%  60% 0% 0%
Price Comparison & Marketplace 40% 0% 60% 0%
Career 40% 20% 20% 20%
Other 50% 0% 0% 50%

Regarding the average export and import scopes per
industry and year, in univariate OLS regressions of year

TABLE 10. AVERAGE EXPORT SCOPE (NUMBER OF DATA TYPES) AND
IMPORT SCOPE (0: NONE, 1: MINIMAL, 2: PARTIAL, 3: FULL) BY
INDUSTRY AND YEAR.

Export Scope
2020 2021 2022 2020 2021 2022

Import Scope

Retail & E-Commerce 1.50 1.53  1.54 0.12 012 0.12
Entertainment 1.69 1.88  1.69 0.38 0.38 0.38
Social Netw. & Messaging 1.91 224 228 0.96 1.09 1.09
Finance & Insurance 2.00 1.80  2.00 0.83 0.83 0.83
Travel 1.87 .73 127 005 005 0.05
Productivity 1.50 1.80 125 1.44 1.78 1.78
Information Retrieval 1.75 1.67  1.60 1.09 1.09 1.28
Telco, Hosting & E-Mail 1.40 1.25 1.25 1.71 1.71 1.71
Price Comp. & Marketplace ~ 2.00  2.00  1.60 0.00 000 0.00
Career 225 220 225 040 040 040
Other 200 2.00 1.86 088 088 0.88

on scope per industry, we find a significant rise in export
scope between 2020 and 2022 (t = 1.687, p = 0.0968)
for Social Networks & Messaging. For Travel, the export
scope sank significantly (¢ = -2.645, p = 0.0117). For the
remaining industries, there were no significant changes in
export scope between 2020 and 2022. For the import scope,
no industry has seen a significant increase or decrease. A
detailed overview of export and import scopes per industry
and year can be found in

Analyzing which industries provide the highest scopes
of export and import (regressions (2) and (3) in [Table §),
the export scope in the Retail & E-Commerce, Productivity,
Information Retrieval, and Telecommunications, Hosting &
E-Mail industries is significantly lower than in the other
industries. For the import scope, being in the Telecommu-
nications, Hosting & E-Mail industry is associated with a
higher import scope. In comparison, Retail & E-Commerce
and Travel are associated with a lower import scope.

5. Discussion

5.1. On the Stagnated Development Towards
Thriving Data Portability in Online Markets

Compared to existing cross-sectional studies on RtDP
compliance [[17]], [20], our longitudinal analysis more reli-
ably confirms the large gap that exists between the policy-
makers’ notion of a thriving and easy-to-use data portability
ecosystem and the data transfers that can take place in
reality. Many services are not compliant, and data exports
are oftentimes severely limited in scope.

One reason for the stagnated development in RtDP
compliance might be that Article 20 GDPR seems to be
among the least enforced GDPR rights so far: a glance on
the GDPR enforcement tracker surprisingly demonstrates
that six years after the RtDP entered into force only two
penalties have been imposed on companies for noncom-
pliance with the RtDP [42]. Another reason could be that
companies are not well-informed enough on the RtDP and
its practically relevant interpretations [22]. When analyzing
the data exports, we found that 14% of services in 2020,
11% in 2021, and 18% in 2022 even confused the RtDP



(Article 20 GDPR) with the Right of Access (Article 15
GDPR), as they explicitly referred to Article 15 in their
responses.

5.2. The RtDP as Facilitator to Decentralize Data
Assets

Moreover, the RtDP of the EU is equipped with the
aspect to support consumers in importing data to competing
services and therefore reducing the centralization of data
assets in silos among a few incumbents. However, based on
our three-year analysis, we do not find evidence that many
corporations are taking up this opportunity. We found a very
low level of offered import options in 2020 and that only 3
out of 137 services decided to increase their import offerings
during the three-year investigation period. We explain this
corporate ignorance with a lack of awareness of the chances
and opportunities that well-designed data portability regu-
lation can bring to corporate actors. This sheds light on
the failed realization of the policymaker’s intent to induce
decentralization through conceptional regulation.

Furthermore, the current design of the GDPR’s RtDP
may discourage SMEs from using competitors’ data. Long
export times, complicated request processes, missing docu-
mentation, and a lack of a direct API infrastructure might
negatively influence services’ willingness to embrace the
RtDP. Consistent and reliable data export processes can
facilitate the development of data import solutions and lower
the barrier for consumers to use the RtDP. As user attention
is considered a scarce resource [43]], the RtDP could benefit
from data exports that are more easily comprehensible.

Given the lack of significant progress in RtDP compli-
ance and acceptance over three years, we propose refining
the GDPR’s RtDP. Our findings indicate that less popular
services or SMEs struggle to implement data portability in a
compliant way, raising the question of whether SMEs should
face the same regulatory demands as larger companies.
Differentiating based on company turnover could reduce
market entry barriers for SMEs, aligning with the original
goal of data portability regulation. This approach would
allow SMEs to focus on offering more import options for
consumers and participate in initiatives like the data transfer
project to simplify imports. Additionally, RtDP regulation
could benefit from decentralization through architectural
regulation [34] to ensure easier data importability. We iden-
tify four technical directions to achieve this:

« Firstly, policymakers could promote the enhancement
of direct API infrastructure platforms [44]. In this
regard, corporations could already build on a stable
first version of the Data Transfer Project platform.
This project is maintained by the nonprofit organization
Data Transfer Initiative [33], which was created by
Google, Meta, and Apple, and may therefore reflect
the interests of these major market participants.

« Secondly, for-profit companies could be encouraged to
build industry-specific direct data portability solutions
with the prospect of marketing them to competitors as

well as individuals. The French firm Soundiiz serves
in this context as an illustrative example. It created
a direct portability tool for music streaming services,
which allows the transfer of data categories such as
playlists and favorite marks. Soundiiz sells its solution
to competitors, e.g., Tidal, as well as individuals [45].

o Thirdly, policymakers could oblige online services to
implement open protocols and service gateways, as
pioneered by federated networks. The open protocol
ActivityPub is probably the most prominent example
in this regard. For instance, the online social net-
works Mastodon and Friendica build on this protocol
and enable their users to communicate across service
boundaries [46]).

« Fourthly, semantic web initiatives such as the project
Solid [4] could lead the way to unlock user data silos
of market-leading incumbents. By providing each in-
dividual with a data pod, individuals no longer need
to store their information on corporate servers but can
put their data on their own secure data space to which
companies are only granted access upon request. Like
the Data Transfer Project, Solid is operational (as of
2024) and users can start engaging with it.

5.3. Factors Influencing the Willingness to Comply
with Data Portability Regulation

First and foremost, service popularity is one of the
key influences on compliance with an RtDP. It motivates
companies to provide more data to individuals and use
better authentication for RtDP requests. On the other hand,
the presence of trackers on a service’s website has been
shown to negatively influence both RtDP compliance and
the scope of exported data. Popular, data-driven services
broadly interpret the provisions of the RtDP, share a large
scope of data, and, thus, contribute to the usefulness of data
portability. We attribute this finding to their popularity rather
than their data-driven business model. These services are in
the regulator’s spotlight and, therefore, are wary of poten-
tially high fines for GDPR violations. In contrast, services
with a high presence of trackers but lower popularity seem
to interpret the provision of the RtDP more narrowly. As
these services collect data through tracking — classified as
observed data according to the taxonomy by de Hert et al.
[16]] — they could export such data upon request under the
RtDP, but choose not to do so. They regard their unique
datasets as important assets and are unwilling to hand a
copy away to users or competitors. We, therefore, attribute
the low compliance rates with Article 20 GDPR to a lack
of willingness and interest in the regulation that is not
challenged by stricter enforcement.

5.4. A Refinement of the RtDP Should Make It
Less Generic and More Scenario-Based

Our data on the adoption of data portability among
industries implies that for some industries, data portability



regulation is more useful than for others. One notable ex-
ample is the Social Media & Messaging industry. Here, we
find a comparatively high adoption of both export and import
offers. Regulators should take data from consumer studies
(e.g., [21], [47]) on switching intentions of online users into
account when refining data portability regulation. It becomes
evident that users have particular switching scenarios in
mind where they would prefer to use data portability, e.g., to
transfer photos between social network providers. In other
industries, data portability scenarios are less obvious, such
as in the Retail & E-Commerce industry. The lack of realistic
data portability scenarios in some industries brings up the
question of whether data portability regulation should affect
companies in all industries or rather focus on companies in
certain, e.g., only in data-driven industries. Further empirical
user studies are necessary to identify feasible data transfer
scenarios within and across industries.

6. Limitations and Future Work

As any scientific work, this study is subject to limita-
tions that should inspire future research. First, the empirical
analysis of the data exports and imports was conducted
with a focus on the data portability regulation of the EU
GDPR. As data portability regulations of other jurisdictions
differ from the European rules, conducting a comparative
longitudinal study on data portability regulation compliance
across jurisdictions might be insightful.

Second, as described in Section [3.1] our sample is partly
a convenience sample. When starting the data collection
process in 2020, we faced a trade-off between having a
representative sample and having “real” data. To keep the
data exports as authentic as possible, we opted to use our
existing accounts and to create new accounts for services
in the German Alexa Top 100 ranking, where none of
the authors had an account yet. Due to the location of
the authors, 50 of 137 services (36.5%) in the sample are
based in Germany. Therefore, data portability practices of
German companies are overrepresented in our study. For
practical reasons (language barrier), services in languages
different from English or German, and for ethical reasons
(due to the involvement of student assistants), adult services
were excluded. While we tried to keep data creation and
collection for the newly created accounts as realistic as
possible (see Appendix[A.1.T)), the possibility of data exports
from new accounts being systematically different from those
from existing accounts cannot be fully eliminated. However,
for the cases in our dataset where data in years 1&3 were
from existing accounts and in year 2 from a new account
or vice versa, we found no occurrence where data scope or
compliance in year 2 was fundamentally different from the
other years. Future research could replicate our study with
a representative sample, e.g., by creating a random sample
from the Tranco ranking using a geometric distribution.

Third, due to its established methodology of data collec-
tion and the availability of longitudinal data, whotracks.me
[26], [36] was used as source for the prevalence of third-
party trackers. While this method allows us to draw connec-

tions between the prevalence of tracking and data portability
practices, it comes with the disadvantage of not being able
to explicitly analyze the data collected via tracking. Future
research could close this gap by requesting data exports
under Article 20 GDPR not only from first parties but also
from third parties embedded in the first parties’ websites.

Fourth, our study is concerned mainly with indirect
data portability (Article 20(1) GDPR), while Article 20(2)
also gives the possibility of direct data transfers between
online services. Once direct data portability between major
online services becomes more widespread technically (e.g.,
by means of the Data Transfer Project [44]), a replication
study on various measures of this paper, such as scope
or authentication, will be very interesting. Under such cir-
cumstances, services might consider more strongly aspects
of competition and innovation based on higher user data
availability, and they might show different export behavior
once they know that another company and not an individual
is the addressee.

7. Concluding Remarks

Over five years ago, in 2018, a jurisdiction (EU) pub-
lished a consumer right to data portability (RtDP) for the
first time, and three jurisdictions (California, Brazil, and
China) passed similar consumer rights since then. This
dynamic development gives reason to believe that these large
jurisdictions perceive an RtDP as a chance to empower
consumers to have more control over their personal data,
facilitate decentralization, and foster competition in today’s
often concentrated digital online markets. However, does the
outcome of the privacy regulation live up to the expectations
of policymakers? And how can RtDPs be refined and further
improved in the future?

This empirical study provides the first longitudinal ev-
idence on the effectiveness of data portability regulation.
From 2020 to 2022, we monitored the data export and
import practices of 129 online services under the EU’s
GDPR. This allows us to show how online services, on
the one hand, have dealt with this legal obligation and, on
the other hand, whether they used this intriguing chance
to attract consumer data and customers. Our unique dataset
shows that compliance with the minimum requirements of
the EU’s RtDP has been low over the years of observation.
Moreover, companies did not significantly increase data
export scope or import options over time. This suggests that
smaller competitors have not yet leveraged data portability
regulation to attract new customers and their data. Beyond
that, we can replicate and strengthen the results of our
prior cross-sectional study [20] through our panel data that
more popular services are more compliant, provide a higher
export scope, and use more authentication factors to verify
the requester’s identity. We find that on average, online
services that feature a higher presence of trackers have been
less compliant and provided a lower data scope than their
more privacy-friendly counterparts. While fewer than 6% of
services required two-factor authentication for data exports
each year, 16% to 23% sent exports via email without any



authentication. We attribute differences in compliance and
data scope across services and industries not just to a lack
of exportable data but also to an unwillingness to make
personal data available.
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Appendix A.
Labeling Schemes for Data Export Requests
and Data Imports

A.l. Data exports

A.1.1. Instructions.

1.

3.

(Only if account is newly created:) Use all functions
of service, create received & observed data wherever
possible.

Request data export, try in this order: Use button or
request form to trigger export, consult service’s privacy
policy on GDPR Art. 20 requests, send mail/message
to data protection officer (“Datenschutzbeauftragte*r”),
send mail/message to support.

Answer any questions / requests from service.
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4.

Receive data export, analyze it according to Section 3.2
(measures) of [20].

IMPORTANT: If you observe something that seems un-

usual or whenever things are ambiguous (can be interpreted

one

Al

way or another), make a note.

.2. Attributes.
Service

— Format: String
— Description: Name of service

Status
— Format: Integer (0-2)
— Description:
* 0: data export successful
* 1: service did respond but export not successful
(e.g., not within 1(+2) months)
* 2: service never responded
Request date
— Format: YYYY-MM-DD
— Description: Date the export under Art. 20 was re-
quested
Received date

— Format: YYYY-MM-DD
— Description: Date the data export was received
Duration
— Format: Integer
— Description: Received date - Request date in days
(0-90)
Completeness
— Format: Boolean
— Description:
* TRUE: data contains all “received data”
* FALSE: some or all “received data” is missing
Missing
— Format: String
— Description: Comma-separated list of missing data
categories
Scope
— Format: Integer

— Description: Data scope according to taxonomy of
De Hert et al. (2018)

* 0: no personal info available
* 1: received data
x 2: received & observed data
* 3: received, observed & inferred data
* -1: none of these categories apply (e.g., there is
also predicted data or received & inferred but no
observed data, provide description in parenthe-
ses)
Scope Info
— Format: String
— Description: Comma-separated list of data categories
contained in export

Art. 15

— Format: Boolean
— Description:
* TRUE: service confused request with Art. 15
(only when Art. 15 is explicitly mentioned)
* FALSE: no confusion
Format
— Format: String
— Description: File format of the data export, if more
than one: format of the metadata

Additional formats

— Format: String

— Description: Other file formats contained in the ex-
port

Request procedure

— Format: String (“button click”, “email”, or “request
form”)
— Description: How the data export was requested.

* “button click”: export was requested by clicking
on a dedicated button provided, e.g., on the user
interface

* “email”: an email was sent to the service, e.g., to
its data protection officer

* “request form™: a dedicated request form, pro-
vided by the service, was filled out

Authentication

— Format: String

— Description: Verbose description of authentication
procedure

Login

— Format: Boolean

— Description:

* TRUE: login was required to request / access data
export

* FALSE: no login required

Mail confirmation

— Format: Boolean
— Description:

+ TRUE: an email address, which is linked to the
account, needed to be confirmed to request / ac-
cess the export, e.g., by clicking a link, entering
a code, or answering a mail from this address

* FALSE: no email confirmation required

Phone confirmation
— Format: Boolean
— Description:

* TRUE: a phone number, which is linked to the
account, needed to be confirmed to request /
access the export, e.g. by clicking a link, entering
a code received via SMS, or answering a phone
call

+* FALSE: no phone confirmation required

Letter confirmation

— Format: Boolean
— Description:



* TRUE: the user’s address needed to be confirmed IMPORTANT: If you observe something that seems un-
to request / access the data export, e.g., by en- usual or whenever things are ambiguous (can be interpreted
tering a code received in a letter, or by receiving one way or another), make a note.

a registered letter (“Einschreiben”)

+* FALSE: no letter confirmation needed A.2.2. Attributes.
o Personal information e Service
— Format: Boolean — Format: String
— Description: — Description: Name of service
* TRUE: user needed to provide additional per- o Core functionalities

sonal information, e.g., date of birth, to request
/ access data export

* FALSE: no additional personal information
needed to be provided

— Format: String

— Description: Comma-separated list of the service’s
most important functionalities (e.g., mail, messaging,
video streaming, banking, ...)

« ID o General import
— Format: Boolean — Format: Integer (0-4)
— Description: — Description: Import scope
* TRUE: identification needed to be provided to  0: no data import possible
request / access the data export, e.g., b}’ senghng * 1: there are data import possibilities but not for
a copy of the ID card, by showing it in a video core functionalities
C‘?‘lu’ or by sho’vag it in a post office branch * 2: there are data import possibilities for some but
(“POSTIDENT™) . not all core functionalities
* FALSE: no ID needed to by provided * 3: there are data import possibilities for all core
o Transmission way functionalities
— Format: String (“email”, “download link via email”,  General import scope
“download from portal”, or “letter’) — Format: String
— Description: How the data export was received / — Description: Comma-separated list of all types of

could be obtained

x “email”: data was sent as an email attachment or
within the email body

x “download link via email”: data could be down-
loaded from a link that was sent via email

* “download from portal”: data could be down-
loaded from a portal, e.g. by clicking a link on

data that can be imported
« Additional import info

— Format: String
— Description: Detailed verbose description of how
which data can be imported from where

o OAuth count

the services user interface — Format: Integer
x “letter”: data was sent as a letter — Description: Number of providers from which data
o Additional info can be imported via OAauth (usually using a “Login

with xyz” button)
« OAuth services
— Format: String
— Description: Comma-separated list of supported
OAuth data providers
« Additional info
— Format: String
— Description: Other notable observations

— Format: String
— Description: Other notable observations

A.2. Data imports

A.2.1. Instructions.
1. Identify 1-5 core functionalities of the service.
2. Find ways to import data / migrate data.
1. Inspect the service’s user interface for ways to import

data / migrate data from other services. Appen.dlx B. . .
2. Inspect the service’s documentation / help files for Overview of Established Rights to Data Porta-

mentions of data import / migration. bility (RtDP) in Privacy Regulations
3. Use a search engine and search for the service’s
name in combination with import / upload / migra- As the first jurisdiction, the European Union enacted a
tion / data portability and check the first five results, ~ RtDP with Article 20 GDPR in May 2018. It consists of two
respectively. parts: First, Article 20(1) grants consumers the right to re-
3. List all providers that can be used to import data quest a set of their personal data from any online service and
via OAuth (usually via a “Login with ...” button, receive it at their premises within a maximum of 3 months.

sometimes there is a “Connect to ...” in the settings). Second, Article 20(2) further enables them to request a



TABLE 11. DATA PORTABILITY RIGHTS (RTDP) IN PRIVACY REGULATIONS

‘ European Union California (USA) Brazil China

Name of Regulation General Data  California Consumer Lei Geral de Prote¢do  Personal Information
Protection Regulation  Privacy Act (CCPA) de Dados (LGPD) Protection Law (PIPL)
(GDPR)

Article/Section of:

(1) Data Portability legislation | Article 20 Section 1798.100 Article 18 Article 45

(2) Data Access legislation Article 15 Section 1798.100 Atrticle 18 Article 45

Date of Enactment | 25.05.2018 01.01.2020 16.08.2020 01.11.2021

Regulation covers RtDP aspect

of:

(1) transfer to own premises? | yes, in Article 20.1 yes, Section  no yes, in Article 45

1798.100

(2) direct transfer to another | yes, in Article 20.2 no yes, in Article 18 (V) yes, in Article 45

service?

Export needs to be machine- | yes no, but is recommended  no no

readable?

RtDP response time 1 month (extension of 2 45 days (extension of 15 days no response time set
months possible) 45 days possible)

Export request limitation \ no yes, twice per year no no

direct transfer to another online service of their choice [22].
Thus, while the EU foremost claimed to concentrate on data
portability’s potential to create higher consumer well-being
through more user control over one’s own personal data, it
also provided a right addressing data portability’s potential
to impact competition in digital markets with Article 20(2).

Since then, more jurisdictions enacted modern, compre-
hensive privacy regulations that include either one or two of
the aspects of the RtDP (see [Table T1):

Section 1798.100 (4) of the California Consumer Pri-
vacy Act (CCPA) allows citizens of this US state to exercise
a right similar to GDPR 20(1), in which they can request
personal data from any corporation to their premises twice
a year starting from January 2020. Although recommended,
it does not need to be in machine-readable format — as it is
coupled with the Right of Access (RoA) — and the compe-
tition promoting direct transfer to another online service is
not granted in the law [48]-[50].

Since 2020, Article 18 (V) of the Brazilian Lei Geral de
Protecdo de Dados (LGPD) explicitly establishes a RtDP for
direct transfer to another provider, but not for an export to
one’s own premises. Whereas the mandated response time
of 15 days for data controllers is more strict than in the
GDPR and CCPA, there are no requirements made on the
data format aspect of machine-readability [51].

Article 45 of the Chinese Personal Information Protec-
tion Law (PIPL) includes both aspects of the GDPR’s RtDP:
the export of personal data to one’s own premises as well
as the transfer of them to another online service upon the
consumer’s request. As the most recently enacted RtDP, it
lacks information and an interpretation of the duration of
corporate response time [52] and on the question of whether
machine-readability is demanded as a form factor [53]].

Considering the similarities in designs of the RtDPs,
we see that the results of this first empirical longitudinal

analysis on a right to data portability across industries are
of high informative value for stakeholders beyond the EU
as well.



	Introduction
	Related Work on Data Portability
	Theoretical and Legal Studies
	Empirical Studies

	Methods
	Data Collection: Data Portability Practices of Online Services
	Schemes
	Collection Process
	Reliability
	Collection of Secondary Data
	Sample Characteristics

	Industry Categorization of Online Services
	Research Ethics

	Results
	Compliance with Data Portability Regulation
	Requesting and Receiving Data Exports
	Evaluating GDPR Compliance

	Usefulness of Data Transfers
	Scope of Exported Data
	Offered Means for Importing Data

	Influence of Tracking on Compliance and Export Scope
	Data Portability Practices by Industry

	Discussion
	On the Stagnated Development Towards Thriving Data Portability in Online Markets
	The RtDP as Facilitator to Decentralize Data Assets
	Factors Influencing the Willingness to Comply with Data Portability Regulation
	A Refinement of the RtDP Should Make It Less Generic and More Scenario-Based

	Limitations and Future Work
	Concluding Remarks
	References
	Appendix A: Labeling Schemes for Data Export Requests and Data Imports
	Data exports
	Instructions
	Attributes

	Data imports
	Instructions
	Attributes


	Appendix B: Overview of Established Rights to Data Portability (RtDP) in Privacy Regulations

