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Abstract. The popularity of third-party apps on social network sites
and mobile networks emphasizes the problem of the interdependency of
privacy. It is caused by users installing apps that often collect and po-
tentially misuse the personal information of users’ friends who are typi-
cally not involved in the decision-making process. In this paper, we pro-
vide an economic model and simulation results addressing this problem
space. We study the adoption of social apps in a network where privacy
consequences are interdependent. Motivated by research in behavioral
economics, we extend the model to account for users’ other-regarding
preferences; that is, users care about privacy harms they inflict on their
peers.

We present results from two simulations utilizing an underlying scale-free
network topology to investigate users’ app adoption behaviors in both the
initial adoption period and the late adoption phase. The first simulation
predictably shows that in the early adoption period, app adoption rates
will increase when (1) the interdependent privacy harm caused by an
app is lower, (2) installation cost decreases, or (3) network size increases.
Surprisingly, we find from the second simulation that app rankings fre-
quently will not accurately reflect the level of interdependent privacy
harm when simultaneously considering the adoption results of multiple
apps. Given that in the late adoption phase, users make their instal-
lation decisions mainly based on app rankings, the simulation results
demonstrate that even rational actors who consider their peers’ well-
being might adopt apps with significant interdependent privacy harms.
Our findings complement the usable privacy and security studies which
show that users install privacy-invasive apps because they are unable to
identify and understand apps’ privacy consequences; however, we show
that fully-informed and rational users will likely fall for privacy-invasive
apps as well.
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1 Introduction

Over the last ten years, we have witnessed the rapidly increasing popularity of
social network sites, with Facebook being the most successful entity. In order
to expand its service and functionality, Facebook opened its platform to allow
outside developers to interact with users through so-called third-party Facebook
applications (or social apps). Those applications gained worldwide popularity
ever since their emergence. Similarly, the most important mobile platforms such
as Android and iOS have enabled outside developers to create app content which
met significant success in the marketplace.

Despite their high adoption rates, third-party apps pose privacy risks to users
when they collect and potentially use user information. Some well-acknowledged
issues are apps collecting more information than needed for their stated purposes
[1,2]; and users demonstrating very little understanding of or ability with the
management of app permissions [3,4].

A newly addressed problem associated with app permissions is the interde-
pendency of privacy, which refers to the phenomenon that in an interconnected
setting, the privacy of individual users not only depends on their own behaviors,
but is also affected by the decisions of others [5].1 The interdependent privacy
issue is caused by users installing apps that often collect and potentially misuse
the personal information of users’ friends who are typically not involved in the
decision-making process.

Research has not yet adequately investigated the problem of interdependent
privacy, in particular, from an economic perspective. Most closely related to our
work, Biczók and Chia aim to define interdependent privacy and to provide initial
evidence from the Facebook permission system for social apps. They further
develop a game-theoretic model to analyze users’ app adoption decisions under
the scenario of interdependent privacy. However, their study is limited to cases
where two users are engaged in the decision-making over the adoption of one app,
and therefore does not consider the complex dynamics of today’s app adoption
behaviors. To address this literature gap, we follow an economic approach to
study how large groups of users, who are connected in a complex social network,
act in an interdependent privacy scenario.

We develop an app adoption model of a rational consumer who considers cost
of app adoption, benefits of an app, and the privacy consequences associated with
an app adoption decision. Individuals in our model do not only consider personal
costs and benefits of their decision. Instead, we consider that consumers have
different levels of concern about the consequences of their adoption decisions for
their peers. To accomplish this objective, we utilize the theory of other-regarding
preferences which is well-established in psychology and economics, and has been
demonstrated in various experimental studies [9,10]. In a nutshell, the theory of

1 In the security context, several studies have considered the interdependency of
decision-making, but those models are less applicable to the app adoption scenario
[6,7]. For a survey of the results in the area of interdependent security see [8].
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other-regarding preferences allows us to model users so that they consider their
peers’ utility when making adoption decisions.

In our research, we take a graph-theoretical approach and simulate app adop-
tion decisions in scale-free networks to represent an approximate version of real
social networks. More specifically, we conduct two simulations to investigate indi-
viduals’ app adoption behaviors in two phases. One phase is the start-up period
of new apps, the other phase is the later app adoption stage. More precisely, the
first simulation, which considers the iterative/sequential adoption process of so-
cial apps, is used to study users’ app adoption behaviors when an app is initially
introduced. The second simulation, which is about comparing early adoption
results of multiple apps, allows us to establish popularity rankings of the early
adoption of those apps. We use those rankings to draw conclusions about the
likely adoption processes of the considered apps in later adoption phases which
are then heavily influenced by rankings [11].

As expected, we find that in the initial adoption phase, app adoption rates
will increase when (1) the interdependent privacy harm caused by an app is
lower, (2) installation cost decreases, or (3) network size increases. In the second
simulation, interestingly, we find that app rankings frequently will not accurately
reflect the level of interdependent privacy harm when considering the adoption
results of multiple apps. Our analysis implies that in the later adoption period,
even rational actors who consider their peers’ well-being might adopt apps with
invasive privacy practices. This helps us to explain why some apps that cause sig-
nificant interdependent privacy issues are nevertheless highly popular on actual
social network sites and mobile networks.

The paper is structured as follows. In Section 2, we discuss research on privacy
consequences of installing third-party applications on social networking sites and
mobile platforms. In Section 3, we develop our economic model of app adoption
behavior. In Section 4, we describe our simulation setup. In Sections 5 and 6, we
present our simulation results. Finally, we conclude in Section 7.

2 Related Work

2.1 Third-Party Applications on Social Network Sites

Primary motivators for our study are incidents that highlight the potential neg-
ative privacy and security consequences of third-party app adoption on social
network sites. Several studies have documented how third-party apps are utilized
to extract and to transfer user information not only to third-party app devel-
opers but also to advertising and data firms [12,13,14]. These studies are highly
valuable because in most cases it is difficult to observe data practices once users
have authorized third-parties to access their profiles (and their friends’ profiles).

To understand the problem space from a more user-centered perspective,
several research papers focus on the disclosure and authorization procedures
associated with third-party apps. User studies document the concerns users have
about app adoption, and their misunderstandings about the access of third-
party developers to their profiles [3,15,16]. Similarly, the impact of interface
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improvements of the authorization dialogies for third-party apps on user behavior
has been investigated in several user studies (see, for example, [17,18]).2

Table 1: Most frequently requested Facebook permissions explicitly involving
information of users’ friends (abbreviated table from Wang et al. [17])
Permission Number of apps

requesting per-
mission

Percentage of
apps requesting
permission

Total times a per-
mission is requested
by apps

friends birthday 206 2.19% 19,237,740
friends photos 214 2.27% 13,051,340
friends online presence 121 1.29% 10,745,500
friends location 104 1.11% 8,121,000
friends hometown 21 0.22% 5,862,500
friends work history 86 0.91% 5,260,660
friends education history 14 0.15% 3,564,500
friends activities 22 0.23% 3,448,300
friends about me 17 0.18% 3,328,000
friends interests 13 0.14% 3,163,500
user work history 73 0.78% 2,961,900
friends relationships 3 0.03% 2,912,000
friends photo video tags 32 0.34% 2,423,340
friends likes 36 0.38% 2,385,960
friends checkins 6 0.06% 1,350,000
friends relationship details 4 0.04% 741,000
friends videos 2 0.02% 230,400

A selected number of studies have focused on measuring aspects of the per-
missions system for third-party apps on social network sites [1,21,22]. These
studies identify the most requested permissions, and the average number of per-
missions for all apps and specific categories. In Table 1, we summarize data
that relates to the sharing of other users’ information from a study by Wang
et al. [17]. They find that specific permissions (except for basic information and
email) are only used by a subset of all apps. However, due to the popularity of
the over 9000 surveyed apps, the impact of these data collection and usage prac-
tices is significant. As a result, even though less than 1% of the apps request the
friends’ employment history, this nevertheless means that the data is accessible
to third-party developers (and potentially other parties) in over 5 Million cases.

In aggregate, these studies document many obstacles that users have to over-
come to identify privacy consequences of social apps, and to implement their pri-
vacy preferences in practice during the app adoption process. We complement
these studies by showing that even from a rational consumer perspective the

2 Already in the context of desktop computing, user studies have investigated how to
inform users more effectively about third-party apps which collect personal informa-
tion and potentially allow for privacy-invasive practices [19,20].
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severity of privacy intrusions does not always translate into a low ranking of an
app in comparison to more privacy-friendly offerings.

2.2 Third-Party Applications on Mobile Networks

Security and privacy issues associated with third-party applications on mobile
networks are increasingly gaining importance. Particularly troublesome, app de-
velopers have been trying to use unwitting users’ devices for spam and unwanted
costly premium services [23]. More broadly, measurements studies found that
most apps include permission requests that enable potentially dangerous prac-
tices [24].

User studies of the utilized permission systems document comprehension and
usability problems that are largely similar to the results in the Facebook context
(see, for example, [4,25]). As a response, technological measures to help users
to manage permissions on mobile systems have been proposed. For example,
Beresford et al. introduced a system to disable information requests made by a
mobile application and to disable unwanted permissions [26].

Similar to the context of apps on social network sites, mobile applications
gain access in various ways to information of friends (or contacts more gener-
ally). Apps with multi-platform functionality that have access, for example, to
a user’s Facebook account will be able to share the same information also in the
mobile context. However, apps will frequently enrich this data with additional
information gathered in the mobile context. For example, the new Facebook mo-
bile app has caused a stir due to the requirement to access a user’s SMS and
MMS (i.e., personal and professional communications with other users) [27].

Security firm BitDefender audited over 800000 apps in the Android Play
Store and found that apps frequently require access to information that impacts
friends and other contacts. For example, almost 10% of the surveyed apps can
read your contact list, and a sizable minority leak a user’s phone book and call
history [28].

For iOS devices, security firm Zscaler discovered when it scanned the 25 most
popular apps across five categories, that 92% require access to a user’s address
book, and 32% go through a user’s calendar [29].

These examples highlight that the problem of sharing the information of
friends or other contacts without their explicit consent goes well beyond the
context of applications on social network sites. We aim to better understand the
reasons for such sharing behaviors by developing an economic model that focuses
on the adoption of apps with different interdependent privacy consequences.

3 Model Overview

The framework of our model builds on the local network effects research by
Sundararajan [30]. His model studies the Bayes-Nash equilibria of a network
game in which heterogeneous agents connected in a social network consider the
purchase of a product with network effects. Individuals are rational and make
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their decisions based on a well-specified payoff function. A person who does not
purchase the product receives zero payoff, while the payoff of a purchaser is
influenced by the actions of her peers, her own valuation type of the product,
and the product cost.

Although, we use the basic structure of the payoff function of Sundararajan’s
model, the focus of our analysis is quite different. Sundararajan studied individ-
uals’ purchasing behavior in a scenario where all decisions are made simultane-
ously, while our goal is to discover users’ behavior when they can make adoption
decisions sequentially. In addition, we do not only consider positive network
effects, but also integrate one specific type of negative network effects: interde-
pendent privacy harm. We further consider individuals to have other-regarding
preferences. That is, when making adoption decisions, individuals include in
their evaluation the privacy harm they potentially inflict on their peers.

In the following, we present the model and break down its different con-
stituent parts. For reference, we provide a complete list of symbols used in our
paper.

ai User i’s adoption choice (1 = adoption, 0 = no adoption)

c Cost of app adoption

e Individual’s interdependent privacy harm resulting from her friend’s
adoption behavior

θi User i’s valuation of an app (also called her type)
ki User i’s other-regarding preference
vi Number of user i’s friends who have already adopted the app
N Number of users in the network
ni Number of user i’s friends
pi User i’s payoff
M Number of connections per additional node in the Barabási-Albert

(BA) random graph model
M0 Number of initial seeds in the BA random graph model
SI Set of users that have already adopted the app
I Set of users that choose to adopt the app in one step
F Set of friends of users in I

In our work, we assume that individuals are rational in terms of their aware-
ness of the privacy harm associated with app adoption. In addition, they make
their adoption decisions based on the payoff of their actions. Extending Sun-
dararajan’s local network effects model, we propose that user i’s payoff function
is:

pi = ai[(vi + 1)θi −
ki

vi + 1
e · ni − c] (1)

If the payoff from adopting the app is larger than zero, the individual will
always install the app on her device; otherwise she would deny the installation
offer.
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There are three parts in the above payoff function: value gained from the
app adoption; the perceived responsibility when inflicting privacy harm on peers
(i.e., other-regarding preferences); and the cost of app adoption. We discuss each
of these parts in the following subsections.

3.1 Value Gained from App Adoption

The value gained from app adoption is represented by (vi + 1)θi. This value can
further be divided into two parts: the first part is the direct value gained from
using the app; the second part refers to the positive network effects, for example,
the extra enjoyment the individual will perceive when a game app can be played
together with her friends rather than alone.

Since individuals have different assessments regarding an app’s value, we
use an individual’s type, θi, to represent this heterogeneity. For example, those
individuals with a higher valuation type, i.e., represented by a larger θi, will gain
more direct value from an app compared with those who have a lower valuation
type, which is represented by a smaller θi.

In addition, it is reasonable to consider vi, the number of user i’s friends
who adopt the app, will affect the utility user i gains from installing and using
the app. In particular, we assume that only the number of close friends, i.e., the
neighbors in the network, will positively influence the individual’s payoff. This
is referred to as positive local network effects [30]. In practice, apps may also
exhibit broader positive network effects; however, we assume that local network
effects dominate the adoption decision.

3.2 Care for Privacy Harm Inflicted on Friends by Adoption
Decisions

The central function of social network sites (from the user’s perspective) is to
find friends and interact with them. Typically, individuals will care about their
close friends’ well-being (however, the level of concern may differ) and try to
avoid taking actions that negatively affect their friends. Experimental results
provide substantial evidence of the existence of such other-regarding behaviors
in group interactions [10]. Other-regarding preferences, which indicate whether
and how much people tend to care about others’ well-being, are described in de-
tail in a recent review paper [9]. There are two primary types of other-regarding
preferences: distributive and reciprocal. The distributive other-regarding prefer-
ence is caused by people’s aversion of outcome inequality [31,32]. The reciprocal
aspect of the other-regarding preferences theory indicates that people tend to
respond in kind to a peer’s behavior [33], which means that people respond to
kindness with kindness, and hostility with hostility.

Our paper focuses primarily on the reciprocal aspect of other-regarding pref-
erences. That is, users consider the well-being of their close friends who pre-
sumably would act similarly. Under the scenario of interdependent privacy, if
individual i chooses to adopt an app, she will inflict a certain amount of privacy
harm, e, on her friends. More specifically, user i will incorporate partially the
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privacy harm she inflicts on all her ni friends in her own payoff calculation. In
our model, this other-regarding preference is represented by e · ni. We make the
assumption that e is additive across users. In other words, if a user adopts a
certain app which likely impacts her friends’ privacy then her worry about this
decision will increase with the number of close friends, ni. We believe this as-
sumption is reasonable. For example, annoyances such as spam typically affect
all close friends.3

Studies also found that group size likely reduces the impact of other-regarding
preferences due to a diffusion of responsibility [34]. When individuals know that
others have taken the same potentially harmful action, they do not experience the
full burden of responsibility. In our case, the guilt of inflicting privacy harm on
others will be diffused with each additional close friend who has already adopted
the app. Likewise, reciprocity requires an agent to respond to previous instal-
lation decisions that also impose potential privacy harm on her.4 We use e·ni

vi+1
to represent the part of the remaining responsibility that user i shoulders when
she calculates her payoff considering her diffused responsibility and reciprocal
factors. In particular, we make the assumption that the guilt of causing privacy
harm is split equally across the local peers who make the adoption decision.

In order to indicate to which degree an individual is generally concerned
about privacy harm imposed on friends, we use ki to represent agent i’s other-
regarding preference. A larger k indicates a higher other-regarding preference, a
smaller k represents lower other-regarding preferences. Thus, ki

vi+1e · ni reflects
how agent i cares about her friends’ privacy harm inflicted by herself.

Please note that users apply a heuristic evaluation when they calculate the
privacy harm inflicted on others with the formula stated above. For example, an
exact calculation would require an assessment of the overlap between her friends,
and her friends of friends. Theoretically, a user should only experience partial
emotional relief for the installation decisions of her friends when not all of her own
friends were affected by her friends’ app adoptions. However, while in practice it
is relatively easy to determine how many friends have installed a particular app;
it is extremely cumbersome (if not impossible for an average user) to determine
this more specific figure on most social network sites and mobile networks. In
addition, user i cannot easily reciprocate in the app installation context against a
specific user since her adoption decision affects the whole groups of close friends.

3.3 Cost of App Adoption

All practical costs associated with an adoption decision, except the interdepen-
dent privacy harm experienced by her choice, are included in the installation

3 For example, if Bob installs Candy Crush, a very popular third-party Facebook app,
then this installation will typically trigger invitations to both his friends Eve and
Trudy.

4 Note that interdependent privacy harm user i already is suffering from cannot be
influenced by herself and is therefore not part of the payoff calculation. However, it
finds consideration in her other-regarding preferences.
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cost. For example, the installation costs contain, but are not limited to, the cost
of finding and installing an app, the cost of learning how to use the app, and
user’s personal privacy harm when she chooses to install the app.

4 Simulation Setup

Given the model we proposed above, we conduct two simulations to investigate
app adoption in both its early and late phases. Based on available empirical
literature on the purchasing behavior for new products, we argue that the pro-
cesses for early and late adoption differ significantly. In the early phase, a pool of
potential first adopters is evaluating a newly introduced product (as described in
our model) while considering social and privacy factors [35]. In the later stages
of adoption, users are heavily influenced by available product rankings which are
interpreted as a proxy for the quality of a product [36]. (Note that early adop-
tion decisions can be also influenced by product rankings [36]. However, social
networking sites and mobile networks typically only include apps in rankings
once they have reached a certain popularity threshold.)

We proceed as follows. In the first simulation, we aim to understand the
percentage of users who choose to adopt an app that collects information from
users’ friends from the first moment the app is introduced into an app market-
place. In addition, we will show how this percentage will be affected by network
size, the level of an app’s interdependent privacy harm, and installation cost. In
the second simulation, we simultaneously derive early adoption results for multi-
ple apps with different interdependent privacy harms. We then proceed to rank
these apps according to their associated frequency of positive early adoption de-
cisions. Based on these rankings, we then discuss the impact of these rankings
on potential later adoption by a larger pool of users.

4.1 Scale-free network

Evidence from measurement studies suggests that social network sites and other
human-formed networks exhibit properties of scale-free networks [37,38]. We
therefore conduct our simulations within the framework of a scale-free network
model. The model we use to generate the network is the Barabási-Albert (BA)
model [39]. The central idea of the BA model is that in a network, the more
nodes a particular node connects to, the more likely the node will attract new
connections. In our model, this means that the more friends a user has, the more
likely others are willing to be her friends (i.e., a notion of popularity).

When using the BA model to generate a scale-free network of N people, we
first randomly connect M0 initial nodes. Then, according to the principle that
the probability of connecting to an existing node is proportional to the degree
of that node, each new node is connected to M existing nodes. Following this
procedure, the remaining N −M0 nodes are then connected to the network one
by one [39].
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4.2 Simulation Process

Users make their decisions according to the payoff function stated in Equation
(1). Thus, before we can simulate users’ behaviors, we have to decide on the
parameters that appear in Equation (1). These unknowns include the number
of users in the network, topology of the network, valuation type and the other-
regarding preference type of each user, installation cost, and the level of an app’s
interdependent privacy harm. In order to decide on these unknowns, we make
the assumption that given the overall number of users in the network, nature
will determine how those people are connected, and what valuation type and
other-regarding preference type each user has. In addition, installation cost, c,
the level of an app’s interdependent privacy harm, e, and the network size, N ,
are predefined by us (i.e., we will indicate the specific values in the following
tables and figures).

Hence, before we simulate adoption rates of a newly introduced app that
causes interdependent privacy harm, we need to set values for unknown parame-
ters, i.e., e, c and N . We then use the BA model to generate a scale-free network
of N users. Next, we attribute a valuation type θi and an other-regarding prefer-
ence type ki to each user. Although, we assume both types to follow the uniform
distribution over the interval (0, 1), we do not randomly attribute types to users.
Instead, we assign types according to the assumption that friends tend to have
similar preferences (which is motivated by social science research, e.g., [40]). This
means, users are assigned to types in such a way that people who are friends
tend to have similar θi and ki.

After setting values for unknown parameters, we follow a fixed simulation
methodology and average the percentage of individuals who install the app across
10000 simulation rounds. In our simulation procedure each individual has the
opportunity to make a positive adoption decision more than once. In other words,
even if a user declines to adopt an app at first inspection, she can reconsider her
decision when more friends chose to adopt that app. The simulation is set up as
follows:

1. For each individual in the network, set her vi to be 0. This is reasonable
since none of the N individuals has yet installed the app. In addition, we
use SI to denote the set of people that have already installed the app. Here,
SI is ∅.

2. Check adoption decisions of all N individuals according to the payoff func-
tion. Use set I to record the individuals that choose to adopt the app in this
step. Add each person in I to SI.

3. For each individual in set I, find the friends of them and record these friends
in set F . For each person in F , find her current vi.

4. Check the adoption decision of each person in F . Change set I so that it
records all the new individuals who adopted the app in this step. Add each
element in I to the set SI.

5. Repeat step 3 and step 4 until there are no individuals left in set I.
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6. Divide the number of individuals in SI by the total number of users in the
network. Output this result, which denotes the percentage of users who have
eventually decided to adopt the app.

7. Terminate this round.

The above simulation determines the adoption result for a particular app with
a given combination of values e, c, and N . To help us understand how adoption
results change with respect to each of these app dimensions, we systemically
vary these parameters.

5 Simulation Results 1: Individuals’ App Installation
Behaviors in Early Adoption Stage

In this section, we provide simulation results that describe early stage adoption
outcomes of apps with interdependent privacy consequences. The results help us
understand future app adoption outcomes which we will discuss in Section 6.

In the following subsections, we focus our analysis on one particular param-
eter (i.e., e, c or N) to analyze its impact on app adoption.

How is adoption impacted by interdependent privacy harm? For this
analysis, we consider changes of the level of interdependent privacy harm, e, and
keep constant the values for c and N . We consider 4 different sets of (c,N) and
plot graphs to show the distribution of app adoption rates for each of these 4 sets
(Figure 1). The horizontal axis represents adoption rates, while the vertical axis
indicates the percentage of 10,000 simulation rounds that fall into a particular
range of adoption rates. Here, we consider three ranges of app adoption results:
less than 10% adoption rate; adoption rates between 10% and 90%; and adoption
rates above 90%.

Figure 1 shows that with increasing privacy harm the percentage of positive
adoption decisions decreases. E.g., adoption rates between 90% and 100% occur
much less frequently, while there is an increased possibility of falling into the
lower range of adoption rates, i.e., 0% to 10%. Numeric figures are provided in
Table 2.

Table 2: Distribution of app adoption outcomes for various values of e and con-
stant c = 0, N = 100

e 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9

≤ 10% 0 0.87 4.58 11.95 22.7 32.39 43.0 53.03 61.17 69.43
10% ∼ 90% 0.01 0.01 0.03 0.18 0.59 1.75 2.61 3.85 4.92 4.99
≥ 90% 99.99 99.12 95.39 87.87 76.71 65.86 54.39 43.11 33.91 25.58
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c = 0.0 0.5

N = 100

200

Fig. 1: Distribution of app adoption outcomes for different e with fixed c and N

How is app adoption impacted by installation cost? In this subsection,
we vary the installation cost, c, from 0 to 1, while keeping the parameters for
privacy harm, e, and network size, N , constant. Similar to the previous analysis,
we consider 4 fixed sets of (e,N). Figure 2 demonstrates that when installation
costs increase, there is a higher probability that the app will suffer from a lower
adoption rate. Numeric values for fixed (e,N) equaling (0.5, 100) are provided
in Table 3.

Table 3: Distribution of app adoption outcomes for various values of c and con-
stant e = 0.5, N = 100

c 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

≤ 10% 4.82 8.02 12.4 18.78 28.68 41.6 55.72 72.93 87.69 96.77 99.99
10% ∼ 90% 0.01 0.16 0.64 1.11 2.04 2.85 3.01 2.86 1.63 0.53 0.01
≥ 90% 95.17 91.82 86.96 80.11 69.28 55.55 41.27 24.21 10.68 2.7 0

How is adoption impacted by network size? We consider different app
network sizes from 100 to 2,000 nodes, and keep constant installation cost and
privacy harm. We consider 4 different fixed sets of (e, c), and plot the results in
Figure 3. In Table 4, we provide numeric results for (e, c) equaling (1.0, 0.5). From
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e = 0.5 1.0

N = 100

200

Fig. 2: Distribution of app adoption outcomes for different c with fixed e and N

both Figure 3 and Table 4, we can observe that as the network size increases the
probability of an app being adopted increases as well.

Table 4: Distribution of app adoption outcomes for various values of N and
constant e = 1.0, c = 0.5

N 100 200 500 1000 2000

≤ 10% 74.21 61.07 37.54 19.07 5.23
10% ∼ 90% 3.12 4.0 3.94 2.11 0.55
≥ 90% 22.67 34.93 58.52 78.82 94.22

6 Simulation Results 2: App Installation Behaviors in the
Late Adoption Stage

In this section, we aim to understand app installation results once rational early
adopters have evaluated new apps and a ranking has become available that
increases the prominence of the new apps (proportional to its ranking) to a larger
user group. Rankings based on early adoption results play an important role in
shaping users’ adoption behavior in the later adoption phase since consumers will
frequently rely on these rankings during their own adoption decisions [41,42].
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e = 0.5 1.0

c = 0.5

0.8

Fig. 3: Distribution of app adoption outcomes for different N with fixed e and c

For example, based on evidence from an iOS app market, Garg and Telang
found that top-ranked for-pay apps generated about 150 times more downloads
compared to apps ranked at about 200 [42]. Similarly, Carare showed that con-
sumers’ willingness to pay for a top-ranked app is about $4.50 greater than
for the same unranked app [41]. Further direct evidence of the impact of app
rankings is provided by a more recent study. Applying a data-driven approach,
Ifrach and Johari studied the effect of the top-rank position on demand in the
context of mobile app markets [11]. They found that the demand for an app al-
most doubles when its rank shifts from position 20 to position 1. Taken together,
rankings can serve as an important indicator for future adoption outcomes in
app markets.

In addition, previous research showed that users adopt apps with high privacy
harms because they did not understand the fact that apps maliciously harvest
their profile information [3,4]. Some researchers expect (e.g., [4]), it would be suf-
ficient to protect users from undesirable apps if at least some users demonstrated
awareness and understanding of permissions. However, in this section we show
that even if an early adopter group rationally evaluates the different aspects of
new apps, then the resulting app ranking can provide misleading signals to less
savvy consumers in the later adoption phase.

We take the following approach. We first investigate early adoption results
for multiple apps (by following the general methodology outlined in the previous
section). More precisely, we first simulate early adoption results of 100 apps with
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different levels of e for 50 times. Note here, the level of privacy harm ranges from
0.1 to 10, the network size is fixed at N = 100, and installation cost is constant
at c = 0. We then rank those apps based on their early adoption rates for each of
the 50 simulations, i.e., we collect 50 rankings. By analyzing the variation in the
early adopter rankings, we can then gain some insights about apps’ likely future
adoption results. Or to put it differently, we can discuss the informativeness of
the app ranking as a signal to the consumer.

We show the simulation results in Figures 4 and 5. Note that in both figures,
each number on the x-axis indicates a particular app with a value of e equal
to that number. For example, 4 represents the app with e = 4. In Figure 4,
the y-axis represents the number of individuals who adopt the app. The y-axis
in Figure 5 represents the cardinal number of each app’s rank. In both figures,
the dots represent the mean value, while the ranges that include the dot in the
vertical direction denote the standard deviation of the relevant value.

As we can see in Figure 4, the more interdependent privacy harm an app
causes, the lower its adoption rate will become. In addition, adoption outcomes
of apps with either a particularly high e or low e do not vary too much. In most
cases, those apps either have close to 0% adoption rate or a very high adoption
rate, respectively. However, adoption results of apps with a medium e change
a lot and rarely result in extremely high or low initial adoption rates. This
indicates that by comparing adoption results, we can differentiate among apps
with particularly low levels, medium levels and high levels of interdependent
privacy harm.

By inspecting the mean value in Figure 5, we can observe that the lower the
interdependent privacy harm, e, an app is associated with, the higher the ranking
it will receive. However, from a practical perspective this basic observation can
be challenged once we examine the standard deviation of rankings.5 Most apps
(except the very privacy-friendly apps) have a very high standard deviation
concerning their ranks; the result of which is the phenomenon that wide ranges
of apps’ potential ranking outcomes are overlapping. As is indicated in the figure,
this is particularly relevant for apps with e > 2. In other words, it is highly
possible that an app with a quite high privacy harm e ends up with a favorable
ranking, while an app with a comparatively low privacy harm e receives a very
low ranking. For example, observing Figure 5, simulation outcomes are quite
feasible in which a privacy-unfriendly app (e = 10) ranks in the 30th place while
the app with a low privacy harm (e = 2) receives rank 50. That is, it may be
very misleading to rely on rankings for apps that do not fall into the category
of the lowest privacy harm (e < 2) even if the initial ranking was determined by
a set of rational early adopters.

To better illustrate that rankings cannot accurately reflect apps’ interdepen-
dent privacy harm, we compare rankings between pairs of apps with one app
having a medium level of privacy harm and one app with a relatively high level
of privacy harm. Here, we compare four groups of apps: (1) app with e = 2.6

5 Essentially, we investigate the variation between a low number of different ranking
outcomes which in our case are 50 alternate universes of app rankings.
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Fig. 4: Adoption results of 100 apps
with e changing from 0.1 to 10

Fig. 5: Rankings of 100 apps with e
changing from 0.1 to 10

and app with e = 9.5, (2) app with e = 3.4 and app with e = 9.5, (3) app with
e = 3.8 and app with e = 9.8 and (4) app with e = 4.5 and app with e = 8.8.
For each group, we plot the 50 rankings of a particular pair of apps in Figure 6.
As we can see in each figure, blue dots and red dots fall into the same range, and
reveal no discernible pattern. We use Welch’s t−test to examine the relationship
between the 50 rankings for each pair. The statistical results, shown in Table 5,
indicate that for all of these four pairs, the potential rankings of the app with
a medium level of privacy harm are not significantly different from the rankings
of the app with a high level of privacy harm.

Table 5: Statistical results of Welch’s t-test for four sample groups
Group F -Value p-Value

e = 2.6 e = 9.5 -1.84 0.07
e = 3.4 e = 9.5 -1.42 0.16
e = 3.8 e = 9.8 -1.02 0.31
e = 4.5 e = 8.8 -0.63 0.53

In summary, we assume that in the early adoption period, rational users are
able to identify privacy-intrusive apps; for example, partly because of the lack
of market signals (i.e., a ranking) they have a higher incentive to inspect appli-
cations. However, after a sufficiently large group of early adopters has inspected
the app, the platform provider will typically include the app in its rankings.
Rational as well as less savvy adopters will now likely rely on the app rankings
to guide their adoption behaviors. However, since the resulting ranking is not
informative enough to reflect app’s interdependent privacy harm level, users are
likely to also fall for apps with significant privacy harm. This observation com-
plements the findings in the behavioral literature that users adopt apps with high
privacy harms mostly due to their unawareness of apps’ malicious and intrusive
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(a) e=2.6 e=9.5 (b) e=3.4 e=9.5

(c) e=3.8 e=9.8 (d) e=4.5 e=8.8

Fig. 6: Comparison of app rankings for four sample groups

privacy practices. However, our take-away is somewhat disillusioning. Even if
we can motivate a group of early adopters to rationally evaluate apps and we
assume that they understand the privacy consequences of the installation, then
the long-term outcomes might still disappoint privacy and consumer advocates.

7 Conclusion

In the interconnected setting of social network sites and mobile networks, apps’
practices to collect personal information of users’ friends and to allow for po-
tential misuse amplifies the importance of interdependent privacy. That is, the
privacy of an individual user does not only depend on her own behavior, but it
is also the result of the decisions of her friends.

Taking an economic perspective, we propose a model of the adoption be-
havior for social apps in a networked system where privacy consequences are
interdependent. Motivated by behavioral economics research, we model users to
exhibit other-regarding preferences about the privacy well-being of their peers.
We present two simulation approaches to investigate individuals’ app adoption
behaviors: early adoption of individual apps, and later adoption of a pool of apps
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with different privacy harms. The simulation results indicate that in the early
adoption period, either lowering the level of interdependent privacy harm or de-
creasing the installation cost will increase the app adoption rates. The results
also show app adoption rates will increase with a growing network size. Based
on the second simulation approach, we conclude that rankings based on early
adoption results frequently will not accurately reflect the level of apps’ interde-
pendent privacy harm. This is especially relevant for rankings of apps that have
medium and high level of privacy harm.

While further study is needed, for example, we are investigating the robust-
ness of our results to different specifications of the model, we believe that our
study can contribute to the policy discussion on app privacy [43]. Privacy ad-
vocates should cautiously reconsider the expected impact of added scrutiny by
early adopters in a marketplace; that is, encouraging individuals to pay more
attention to the potential privacy harm of apps may not create the anticipated
ripple-effects in the marketplace. We believe that in many cases it is likely mis-
leading to rely on such market signals when we are considering products with
strong network effects and interdependent privacy harm. In addition, our work
highlights the important role of the platform provider. In particular, the design
and scope of rankings should be carefully tested to increase the likelihood that
market signals are meaningful. For example, rankings could be limited to data
with low variability of ratings.

To better understand the impact of different rankings we intend to work on
actual app adoption data. Unfortunately, publicly available data usually does
not provide details of app adoption dynamics. Instead, we favor an experimental
approach (similar to [36]) to further calibrate our model.
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